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Abstract

In this thesis we investigate the possibility to adopt distributional semantic rep-
resentations for Question Answering. We propose a way to represent questions
and answers and calculate their semantic relatedness with different Distribu-
tional Semantic Models. We furthermore combine the semantic relatedness with
several other criteria using a Learning to Rank approach in order to exploit the
additional information they bring and assess their usefulness. This method has
been tested on large-scale real-world settings of European Union legislation and
social Q&A communities (Yahoo! Answers) on the task of passage retrieval
and best answer prediction with substantial improvement over state-of-the-art
baselines. We tested our approach in a language game application, building an
artificial player for “Who Wants to Be a Millionaire?” tv quiz show capable of
outperforming human players both in the answering accuracy and in the ability
to play the game.



Introduction

“The Answer to the Great Question... Of Life, the Universe and Fv-
erything... Is... Forty-two,” said Deep Thought, with infinite majesty
and calm.

— Douglas Adams, The Hitchhiker’s Guide to the Galaxy

In a world where everyone is always connected and information is always
available, people do not need to keep everything in memory. This enables the
possibility to learn new things and suggest a shift in the attention from search
technologies to technologies that actually help us find something new, have new
insights and connect pieces of knowledge. The most natural and straightforward
way for a human being to do so is asking questions to other people, in natural
language. Language is the main way human have to share their knowledge and
is probably the most important technology humans have been able to build. It
is a unique characteristic of human beings and is able to shape our mind and
influence our perception and interpretation of reality. Studying and understand-
ing language not only lets us dive deeper in our own learning process, but makes
us learn about ourself.

Using language to ask and answer questions is a “too human” activity and
this is why trying to create a computer program capable of doing it is so chal-
lenging and fascinating, it is the same fascination at the very bottom of every
Artificial Intelligence (AI) study. The implications of an AI fully capable of
understanding the meaning of questions and give convincing answers would be
groundbreaking and will force us to revise our definitions of intelligence and of
human race.

This kind of AT will also be an incredible “tool for thought” and a fantastic
learning companion used by everyone for pursuing their knowledge and make
new discoveries. It would probably redefine the idea of intelligence as we know
it and be the best tool humans have for knowledge enrichment. This is also the

direction most commercial search engines are heading to: creating an intelligent
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assistant to help you search for things. They are trying to build true Question
Answering (QA) systems, capable of answering natural language questions. In
February 2011, IBM’s Watson supercomputer powered by DeepQA technology
was able to beat the two highest ranked players of the quiz show “Jeopardy!”
[Ferrucci et al., 2013, 2010], and it was a strong display of what this kind of
technology is actually capable of.

1.1 Research Outline

This thesis is a contribution towards building such AI. It focuses mainly on one
aspect: the representation of meaning. Being able to represent the meaning of
both questions and answers makes it possible to match them more precisely and
in the end makes it possible to find more accurate answers.

The way to represent meaning we decided to adopt is mapping language to
geometrical spaces built observing how words occur with each other inside texts.
This approach is called Distributional Semantics and arises from the study of
context, in particular from Wittgenstein’s argument that “meaning is use” and
words are not defined by reference to the objects they designate, nor by the
mental representations one might associate with them, but by how they are
used [Wittgenstein, 1953].

The most important task for a QA system is the ranking of the answers to
a specific question and we will propose several criteria based on Distributional
Semantics for ranking candidate answers.

Doing so, the research questions we want to answer are:

e RQ1. Are the distributional semantic representations good representations
for the meaning of questions and answers?
We address this question building a QA system that exploits this repre-
sentation and testing it on two big scale problems.

e RQ2. Can distributional semantic representations be combined with other
criteria in order to obtain a better ranking of the answers?
In order to answer this question we propose to combine Distributional
Semantics with several other criteria for answer ranking in a Machine
Learning setting. We experimented on huge scale dataset the combination
of criteria and the contribution of each criterion family to the quality of

the ranking.

We also wanted to investigate if the QA technology we built is capable of
being employed in real world scenarios, leveraging common sense knowledge and
competing with humans, in a way that does not depend on a specific language.

This arises two other research questions:
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e RQ3. To what extent can a QA system be designed in a language-independent
way, by preserving its effectiveness?
We cope with this question by assessing the effectiveness of a QA and
answer scoring framework for English and Italian. The QA framework
leverages Wikipedia and DBpedia open knowledge sources, while the an-
swer scoring module supplies several criteria to score candidate answers
and to effectively combine scores through machine learning techniques.

o RQ4. Is it possible to develop an artificial player for the WWBM game
able to outperform human players?
We address this question by comparing the accuracy of the human players
against that of an artificial player built using the QA framework in playing
“Who Wants to Be a Millionaire?” (WWBM). We evaluate the ability of
the artificial player to play the WWBM game with all its rules, i.e. usage
of “lifelines”, answering in a condition of uncertainty, retiring from the

game by taking the earned money.

1.2 Main Contributions

The contribution of this thesis is three-fold: theoretical, empirical and algorith-
mic.

Theoretical contribution

e The first Distributional-Semantics-based approach for representing ques-

tions and answers
e A model for ranking answers based on Distributional Semantics
e A general language-independent QA architecture
e A new answer scoring approach that exploits an high number of criteria
e The architecture of an Al capable of beating humans in playing WWBM
Empirical contribution

e An empirical evaluation of the proposed Distributional-Semantics-based
approach

o The most large scale evaluation of different answer ranking criteria yet
o The evaluation of answer ranking criteria on different question types

e A comparison between a QA system and humans on answering WWBM

questions
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e A comparison between a QA system and humans on playing WWBM

games
Algorithmic contribution
e A decision making algorithm for playing WWBM

A further contribution of this thesis is the creation of a WWBM dataset
made freely available (see Chapter 7).

1.3 Thesis Overview

The thesis is organized as follows.

In the next chapter (Chapter 2) an overview of the QA field is given, with
description of Open Domain and Closed Domain systems and the distinction of
Factoid and non-Factoid QA. The chapter contains also the description of our
proposed QA architecture.

In Chapter 3, we give an overview of Distributional Semantics and we de-
scribe several models we adopt. The chapter contains also the description of
our proposed Distributional-Semantics-based representations and the ranking
model.

In Chapter 4, we describe the Learning to Rank setting we adopt for com-
bining different ranking criteria, giving also an overview of the main approaches
and describing the algorithm we adopt.

In Chapter 5, we show the results of a passage retrieval experiment carried
out on the ResPubliQA 2010 Dataset. The aim is to test the effectiveness of
our proposed method of integration of Distributional Semantic Models in a QA
system.

In Chapter 6, we describe an extended experiment carried out on two massive
real-world datasets extracted from Yahoo! Answers. We give an overview of the
community / social QA and expert finding research and we describe a huge
variety of features to combine our proposed ones to.

In Chapter 7, we propose our artificial player for WWBM. We describe the
history of Als playing language games, we propose our architecture and scoring
criteria, a strategy for decision making, and we compare against humans both
in terms of accuracy in answering questions and ability to play the game.

Finally we draw conclusions in Chapter 8 answering the research questions.

1.4 Origins
The following publications form the basis of chapters in this thesis.

o Chapter 2 is based on [Molino and Basile, 2012].
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o Chapter 3 is based on [Molino et al., 2012] and [Molino and Aiello, 2014].
o Chapter 4 is based on [Molino and Aiello, 2014].
o Chapter 5 is based on [Molino et al., 2012].

o Chapter 6 is based on [Molino and Aiello, 2014] and on the journal paper to
appear named “Expert Finding meets Distributional Semantics for Social

Question Answering”.

o Chapter 7 is based on [Molino et al., 2013a] and on the journal paper to ap-
pear named “Playing with Knowledge: A Virtual Player for “Who Wants
to Be a Millionaire?” that Leverages Question Answering Techniques”.

Finally, this thesis draws from insights and experiences gained in [Molino
et al., 2013b, Molino, 2013].



Part 1

Semantics in Question

Answering



Question Answering

“Maybe the only significant difference between a really smart simulation

and a human being was the noise they made when you punched them.’
— Terry Pratchett, The Long Earth

In this chapter we give an overview of the Question Answering field, with
description of Open Domain and Closed Domain systems and the distinction of
Factoid and non-Factoid QA. The chapter contains also the description of our
proposed QA architecture.

2.1 Intelligent Systems to Answer Questions

Question Answering (QA) emerged in the last decade as one of the most promis-
ing fields in Artificial Intelligence, as highlighted by the organization of several
competitions in international conferences [Voorhees and Tice, 1999, Penas et al.,
2010], but the first studies can be dated back to 1960s [Green et al., 1961, Sim-
mons, 1965].

The task of QA is to find correct answers to users’ questions expressed in
natural language. This is carried out exploiting techniques borrowed from In-
formation Retrieval (IR) and Natural Language Processing (NLP) and Machine
Learning (ML). Differently from search engines, which output a lists of full-text
documents that users have to check in order to find the needed information,
QA systems are able to answer users’ questions with answers that could range
from exact facts, dates, names, places, to passages of text like descriptions,
summaries or explanations.

In recent years some enterprise applications have shown the potential of the
state-of-the-art QA technology, such as the IBM’s Watson/DeepQA [Ferrucci
et al., 2010, Ferrucci, 2011]. This system was able to outperform the human
champions of the popular American TV quiz “Jeopardy!”, a game that requires
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vast knowledge, common sense and language understanding. This kind of goal

would be considered extremely difficult to achieve just ten years ago.

2.2 Background

QA systems are usually classified depending on the kind of data they are able
to access and the kind of questions and answers they are able to return to users.

2.2.1 Closed vs. Open domain

Closed-domain QA refers to systems working in specific and limited domains
(such as medicine or finance). Dealing with questions in a Closed-domain QA
is generally an easier task since some kind of domain-specific knowledge can
be exploited, and only a limited type of questions are accepted, such as those
asking for descriptive rather than procedural information.

On the other hand, Open-domain QA does not refer to a specific domain and
deals with more general questions. Dealing with questions in an Open-domain
QA generally requires the use of world knowledge to search for an answer.

The Web is generally used as a source of knowledge and the redundancy of
information is exploited as a signal for the quality of the answer, for example
selecting the answers according to their frequency among the search results
[Dumais et al., 2002, Lin, 2007]. This technique is often complemented with
textual pattern extraction and matching to find the exact answers and rank
them by confidence [Harabagiu et al., 2000a, Pagca and Ribarov, 2004].

2.2.2 Factoid vs. non-Factoid

Another classification of QA systems distinguishes between factoid QA and non-
factoid QA. The former deals with questions whose answers are usually named
entities (names of persons, organizations, locations) or facts (time expressions,
quantities, monetary values, etc), while the latter focuses on causation and
reason questions, and the expected answers have the form of passages of text
(sentences, groups of sentences, paragraphs or short texts).

The passage retrieval step is, anyway, fundamental in both factoid and non-
factoid QA as in the former the answers are extracted from the obtained pas-
sages, while in the latter the passage corresponds to the candidate answer itself,
even if the passage for non-factoid QA is much longer, as shown in [Verberne
et al., 2008].

Factoid QA received wide attention and a variety of different approaches and
systems are described in literature. For the sake of brevity we describe only the
most prominent approaches. Factoid QA systems heavily rely on information
extraction techniques, including the adoption of linguistic patterns to identify
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the specific answer. For Closed-domain QA, QA systems working in specific and
delimited domains with a relatively small set of documents, NLP methods are
always used for a deeper understanding of users’ questions and for the matching
of passages extracted from documents [Harabagiu et al., 2000b, Hovy et al.,
2000]. The most commonly adopted linguistic analysis steps include: stemming,
lemmatization with dictionaries, part-of-speech tagging, parsing, named entity
recognition, lexical semantics (Word Sense Disambiguation) and semantic role
labeling. Their adoption plays a key role, as stressed in [Chen et al., 2001,
Moldovan et al., 2003], since there is likely to be really few answers to users’
questions and the way in which they are expressed may be significantly different
from the question. Furthermore, they are helpful also for question classification
[Li and Roth, 2006]. Thus NLP is essential for uncovering complex lexical,
syntactic, or semantic relationships between questions and candidate answers.

Open-domain QA systems for factoid QA adopt the Web as source of knowl-
edge, so they can exploit the redundancy of this data source, selecting the an-
swers according to their frequency among the web search results [Dumais et al.,
2002, Lin, 2007]. Alongside with this technique, textual pattern extraction and
matching is used to find the exact answers and to rank them by confidence
[Harabagiu et al., 2000a, Pagca and Ribarov, 2004]. We don’t use redundancy
based techniques as we will be dealing with selected and highly accurate source
of information that do not usually contain more than few entries of the correct
answer.

In the last few years non-factoid QA received more attention. It focuses
on causation, manner and reason questions, where the expected answer has the
form of a passage of text. Depending on the structure of the corpus, the passages
can be single sentences, groups of sentences, paragraphs or short texts.

The presence of annotated corpora made available for the competitions in-
side the Text REtrieval Conference (TREC) [Voorhees and Tice, 1999] and Cross
Language Evaluation Forum (CLEF) [Pefias et al., 2010], alongside with differ-
ent sources, such as hand-annotated answers from Wikipedia [Verberne et al.,
2010], hand-built corpora [Higashinaka and Isozaki, 2008], Frequently Asked
Questions lists [Soricut and Brill, 2006, Agichtein et al., 2008] and Yahoo! An-
swers Extracted corpus [Surdeanu et al., 2011], allows to use ML techniques to
tackle the problem of ranking the passages for further extraction in factoid QA
[Agarwal et al., 2012].

In particular, Learning to Rank (MLR) [Liu, 2009] algorithms are used in
order to output a sensible ranking of the candidate answers. MLR algorithms
apply ML techniques to the problem of ordering a set of items depending on
the queries. In the QA case the items are answers and the queries are the
questions. Usually, the features for the learning task are different similarity
measures between the query and the item. In the IR tasks TF-IDF, BM25 and
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Language Modeling based features are often used. In [Verberne et al., 2008] the
adoption of linguistically motivated features is shown to be effective for the QA
task, while in [Verberne et al., 2011] different MLR algorithms were compared
over the same set of features.

In [Punyakanok et al., 2004] the authors adopted a distance function for
calculating the similarity of question and answers that calculates an approximate
tree matching of their parse trees. The idea is expanded in [Shen and Joshi,
2005], where the authors trained dependency tree kernels to compute similarity
in a supervised fashion. In [Sun et al., 2005] both syntactic and semantic parsing
are adopted in order to improve matching. The Ephyra framework [Schlaefer
et al., 2007] leverages semantic role labeling to identify semantic structures in
documents that match those in the question. Predicate-argument structures
taken from semantic role labeling built from questions and expected answers
have been also shown to be useful for the task, as reported in [Bilotti, 2010].
However, semantic approaches can also be exploited to provide an enriched
visual representation of the answer in the form of a semantic graph, as described
by [Dali et al., 2009].

The exploitation of structural and semantic information has been shown to
help improve answer ranking. In [Severyn and Moschitti, 2012] the adoption
of tree kernels over shallow parse structures helps in obtaining a significant
improvement in answer ranking. WordNet synsets are used for expansion and
comparison in [Verberne et al., 2011], while in [Higashinaka and Isozaki, 2008]
a wide range of semantic features is considered: by exploiting WordNet and
gazetteers, semantic role labeling and extracted causal relations, the authors
obtained accurate results in answering Why-questions. A comprehensive large
scale evaluation, alongside with the introduction of new features based on trans-
lation models and web correlation, was carried out in [Surdeanu et al., 2011],
where the authors also adopt super-senses (coarse grained WordNet concepts)
as lexicalization level.

We adopt similar linguistic techniques as the cited ones, but with several im-
portant differences. In particular, for the syntax analysis we rely on dependency
parsing in order to allow real-time question analysis and answer re-ranking,
while for semantics, we adopt Distributional Semantic Models (DSMs) rather
than knowledge based approaches. This is novel in the QA field, especially for
answer re-ranking. DSMs allow us to calculate semantic similarity indepen-
dently of lexicons and independently from the language of the question and the
documents.

Machine translation has been applied to factoid QA in order to automatically
learn question transformations. In [Echihabi and Marcu, 2003] the authors
adopted IBM model 4 [Brown et al., 1993] for the task, including lexical, parse-

tree and named entities features. An alternative approach is presented in [Cui
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et al., 2005], where only the most significant words are aligned in the translation
model and the similarity of the dependency paths of questions and answers are
computed as mutual information of correlations.

Statistical models have been applied to the task of non-factoid QA: in [Sori-
cut and Brill, 2006] the authors extracted QA pairs from FAQs obtained from
the Web in an unsupervised manner. They show how different statistical models
may be used for the problems of answer ranking, selection and extraction.

The importance of understanding how questions transform into answers has
been investigated deeply. In [Agichtein et al., 2001] lexical transformations
learned from questions and web queries pairs help in retrieving good candidate
answers for both factoid and non-factoid QA. Other evidence of the usefulness
of translation models in improving factoid QA is given in [Murdock and Croft,
2005] and [Xue et al., 2008]. Machine translation has been used also as a query
expansion model successfully applied to FAQ retrieval in [Riezler et al., 2007].

In our work we adopt IBM Model 2 [Brown et al., 1993] for single word
translations from the “question language” to the “answer language” and exploit
the probability of the translation as a MLR feature.

2.3 Architecture

In order to answer our research questions, we built a QA framework distinctively
focused on non-factoid QA that implements most of the characteristics that were
proposed in literature. This enables us to add DSMs to a well 